Sensor coverage with a heterogeneous fleet of autonomous surface vessels
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Abstract—Sensor coverage of large areas is a problem that occurs in a variety of different environments from terrestrial to aerial to aquatic. Here we consider the aquatic version of the problem. Given a known aquatic environment and collection of aquatic surface vehicles with known kinematic and dynamic constraints, how can a fleet of vehicles be deployed to provide sensor coverage of the surface of the body of water? Rather than considering this problem in general, here we consider the problem given a specific fleet consisting of one very well equipped robot capable of global localization aided by a number of smaller, less well equipped devices that rely on the main robot for localization and thus must operate in close proximity to the main robot. A boustrophedon decomposition algorithm is developed that incorporates the motion, sensing and communication constraints imposed by the autonomous fleet. The approach is demonstrated in simulation using a real aquatic environment with portions of the approach demonstrated using a fleet of real robots operating outdoors.
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I. INTRODUCTION

Sensor coverage of a large body of water is a task that has wide applicability, but to ground the task in a specific example consider the problem of responding to a major oil spill accident such as the Deepwater Horizon disaster [1]. Dealing with an environmental disaster of this magnitude introduces a range of tasks related to distributed sensing. For example, it becomes critical to be able to answer questions such as where, within this environment, is the contamination and how serious is it at different locations. From a technical point of view answering these and related questions involves providing sensor coverage of the impacted area. Although satellite and airborne sensing can provide some of this information, determining the depth and concentration of contaminants (e.g., oil) at or near the surface requires sensors to actually be deployed over an extremely large surface area.

The performance of coverage algorithms for a given environment is limited by the robot sensor footprint and its speed through its environment. Given the time sensitive nature of providing sensor coverage for tasks such as oil spills and the large potential extent of the disaster, a single autonomous device is unlikely to be able to cover such an environment in a timely manner. One potential solution to this problem is to deploy a collection of autonomous devices rather than a single robot. Introducing multiple robots provides advantages in terms of efficiency and robustness but increases the complexity of the coverage algorithm and also requires that the various elements operate within a common frame of reference. There is also the critical question of the nature of the group of robots being deployed. The group of robots could be homogeneous. That is, each member of the group could have the same capabilities and characteristics. Another approach would be to deploy a heterogeneous group of robots where each robot may have different capabilities. In such a case it becomes important to deploy the group of robots so that each robot can best exploit its own characteristics. For example, a heterogeneous team may consist of some robots equipped with high accuracy localization sensors, others with less effective sensors, and perhaps others with no form of position perception at all. How can all the elements in this group operate within a common frame of reference? Surveying the environment with such a team requires the team to share information allowing the more capable robots to assist those with lower quality instrumentation.

This paper describes a sensor coverage process that has been developed in order to enable a heterogeneous fleet of autonomous surface craft to survey an extended body of water. Although the sensor coverage results here are all of simulations of the fleet, the work presented here is predicated on the eventual deployment using a fleet of robots based on the platforms shown in Figure 1. This fleet consists of one well equipped robot (Eddy) aided by a collection of smaller, less well equipped robots (Minnows). (See [2] and [3] for details on these platforms.) Eddy has access to an accurate DGPS signal and this, coupled with an on board tilt-compensated compass, provides Eddy with an accurate estimate of its pose. On the other hand the Minnow robots must rely on pose update information from Eddy. This pose estimate is based on Eddy monitoring the position of each Minnow relative to itself and then communication of this information to the Minnow robots. One critical constraint imposed by this process is that the Minnow robots must remain in relatively close proximity to Eddy, and thus the entire fleet moves as a single coordinated unit, rather than having the sensor coverage problem addressed by dividing up the world into independent sectors and deploying one robot to each sector.
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Fig. 1. The robot classes that make up the fleet. (a) Eddy is a differential drive platform with two propellers. This allows it to change orientation independently of changes in position. (b) The Minnow robots utilize a propeller-rudder mechanism. This arrangement requires that the robot move in order change orientation, much like a tricycle ground contact robot.

We begin by reviewing the capabilities of the Eddy and Minnow robots and the process of obtaining good localization estimates of the entire fleet including communicating this information throughout the fleet. We then describe how this fleet can be used to provide sensor-based coverage, including providing sensor coverage using a simulated fleet on a real body of water.

II. EDDY AND THE MINNOWS

The fleet is composed of vehicles drawn from two robot classes. These robots have been deployed in a number of different aquatic environments, from the waters of the Caribbean to ponds and lakes in Ontario, to indoor pools. Eddy is a differential drive vehicle. The Minnows are essentially modified radio-controlled (RC) motorboats.

a) Eddy: Eddy is a modified version of the Kingfisher M100 platform developed by Clearpath Robotics [4]. The Kingfisher M100 is a differential-drive surface vessel powered by two outboard motors. Eddy is equipped with a tilt-compensated compass, differential GPS, an omnidirectional camera system, a wireless network hub for local communication as well as a long-range radio communication channel for off-board command and control. The vehicle has been augmented with additional onboard computation and sensors as well as through additional floatation support.

b) The Minnows: Each Minnow robot is a re-purposed radio controlled (RC) hobby boat. The vessel is powered by a single DC motor driving a prop while a RC servo motor is used to provide control over the rudder. Each Minnow robot is equipped with a tilt-compensated compass, a front-facing video camera, and a commercial GPS system although the latter is not used here. Onboard computation is provided via a Beagleboard which communicates to the outside world via standard WIFI technology.

Each of the robots runs ROS [5] each with its own ROSCORE. A heartbeat strategy is used to monitor liveliness among the robot fleet and to communicate localization and other information among the fleet members. See [2] for details.

III. COLLABORATIVE LOCALIZATION

We assume that Eddy is able to solve the localization problem via access to high resolution external sensors (e.g., DGPS, a tilt-compensated three axis digital compass and the like) but other solutions are required for robot localization for the Minnow robots. One potential inexpensive solution to the localization problem for the Minnow robots would be to equip them with commercial GPS systems (as they are). Unfortunately such systems do not provide the necessary accuracy for localization of the Minnow robots. Notwithstanding the accuracy and precision reported by the manufactures of such devices, positional errors in the range of 10’s of meters are not uncommon, with considerable variability in the reported position. A more practical solution is to instrument Eddy with sufficient sensing capability to determine the position \((dx, dy)\) of each Minnow robot relative to the Eddy robot and to utilize a compass on board each of the Minnow robots to compute their absolute orientation \((\theta)\).

Many solutions are possible for obtaining the position of each Minnow robot relative to Eddy. Here a visual system is employed. A 360 degree panoramic camera is mounted on Eddy to track the movement of the Minnow robots using coloured targets mounted on them. Although commercial panoramic sensors exist, in order to deal with the wide range of visual conditions and in order to harden the sensor against environmental concerns, a custom sensor was constructed from a collection of eight networked web cameras. These images could be pasted together in order to provide a panoramic view of the robot’s environment although such processing is not required here, rather, each camera’s image stream is processed independently and only the locations obtained by the individual cameras combined.

Localizing the individual Minnow robots from the omnidirectional camera mounted on Eddy could be accomplished in
a number of different ways as well. Perhaps the simplest is to assume that the water’s surface is flat, that the minnow’s themselves are flat, and then to augment the Minnow robots so that they are easily identified and localized in the visual scene. Under these assumptions localizing the individual robots is straightforward although it then becomes necessary to evaluate the impact of these assumptions on the accuracy of the localization process.

Let us assume that an individual Minnow robot lies on the surface of the water and that it is easily localizable in a camera image. Then under the pinhole camera model the relationship between a point \((X, Y)^T\) on the surface of the water and its corresponding image point \((x, y)^T\) in a camera is given by the Homography \(H\). Individual cameras can be easily calibrated using a calibration target prior to deployment to determine \(H_j\) for each camera \(j\) between points on the water’s surface given in an Eddy-centric coordinate frame and each individual camera.

Localization of an individual Minnow robot is simplified by providing each robot with a uniquely coloured target (Figure 2) Although these targets may appear large relative to the actual size of the Minnow robot, they are very light and are designed to be easily detected using standard color-blob detection algorithms (e.g., [6]). One concern with the use of such coloured targets to aid in the localization of the minnows is that the centroid of the coloured blob does not necessarily correspond to the centre of the robot (its origin) and that the centroid of the blob will not lie on the water’s surface, thus violating the planar target assumption that underlies the use of a Homography to map image coordinates to positions around Eddy. Figure 2 illustrates this potential problem for a Minnow operating on the surface of the water.

In order to address this concern controlled tests were made of reported robot positions for various Minnow robot positions and orientations within 5m of Eddy (see Figure 3). A Minnow robot was placed at different displacements from Eddy in four different orientations; facing Eddy, facing away from Eddy, sideways onto Eddy and at an oblique angle so that two faces of the target were visible. For each point the individual errors as well as the maximum error in \(x\) and \(y\) positions are plotted. As can be seen maximum errors were relatively small, and certainly less than one meter. This is to be contrasted with the 0.5m-2.0m error associated with the DGPS signal available on Eddy. Figure 4 shows raw position tracking results for a number of linear motion tracks of the Minnow robot. Ground truth motion is shown as dotted lines. These raw measurements can be integrated with the on-board compass via a Kalman filter to estimate individual Minnow pose as a function of time.

IV. COMMUNICATION INFRASTRUCTURE

Each Minnow robot is equipped with a tilt-compensated compass that provides heading information. Providing each robot with a complete instantaneous pose estimate involves integrating pose data available on the Eddy robot (Eddy robot pose, and positional offsets to each of the Minnow robots with orientation information available on each of the Minnow robots). Critical to this process is the development of an appropriate communications infrastructure operating between Eddy and the Minnows.

ROS [5] has become the de facto standard middleware for experimental robot development in the terrestrial domain. One notable issue with ROS is its performance when the communication infrastructure between ROS nodes becomes unreliable. In a single master roscore implementation, operation of the robot becomes problematic under such conditions as robust and timely communication between nodes within the ROS environment is a critical underlying assumption of the ROS architecture. This assumption can lead to catastrophic failure of the entire fleet. Communications failures are not easily detected within ROS, and last sent commands (e.g., boat velocity and steering angles) may remain in effect with catastrophic results.

A straightforward solution to this problem is to deploy multiple master roscors within the fleet, with one roscore per vessel. Each robot is then independent and communication failure within a single hardwired robot is unlikely. Communications between the various roscors can be accomplished in many ways. The fleet described here utilizes a “foreign relay” model within which the various roscore’s relay specific
messages from foreign roscore’s and inject these messages into the local roscore network when they are received. Although this addresses the requirement of liveliness within the software infrastructure of the fleet, it does not allow elements of the fleet to detect communication failure or to monitor the ongoing communication state of the fleet. In the context of maintaining pose estimates throughout the fleet, it is critical for Eddy to know when orientation estimates from the Minnow robots have become stale due to communication failure, and similarly the Minnow robots need to be aware when their position estimates are stale as well. (Detection of communication failure and re-acquisition is critical for other aspects too, of course.)

Given the hierarchical structure of the heterogeneous fleet, a simple heartbeat strategy is used between Eddy and each of the Minnow robots. This heartbeat strategy message includes current pose estimates of all of the Minnow robots and Eddy, as well as the current communication status of all of the robots in the fleet. The heartbeat message originates from each Minnow robot and is echoed from Eddy with updated position information, closing the pose estimation process.

V. SENSOR COVERAGE

The problem of coverage path planning of a known environment is strongly related to the well known art gallery problem [7]. In two dimensions, the basic version of the art gallery problem is defined as follows. We are given a known simple polygon P, and we wish to know if a set of points \( S \subset P \), has the property that for every point \( p \in P \), there exists some \( q \in S \) such that the line segment between \( p \) and \( q \) does not leave the polygon [7]. In essence, the set of points \( S \) ‘guards’ all of \( P \). This decision problem is known to be NP-hard [7].

In the computational geometry version of the problem the layout of the art gallery is represented by a simple polygon and each guard is represented by a point in the polygon. Here the problem is to find the minimum number of guards needed to station in a polygonal gallery, and hence each point in the gallery is visible to at least one guard. The Art Gallery problem does not require the determination of the path that the guard must follow nor does it consider a limited sensor range for the guard’s sensor. In the autonomous systems literature the problem of robotic coverage and exploration has developed quickly, from early heuristic-based single robot techniques (e.g., [8], [9]) to multiple heterogeneous robots working in a coordinated fashion (e.g., [10], [11]). The problem has been extensively investigated in both the single-robot domain [12], [13] as well as for multi-robot systems [14]–[17].

As coverage of a given trapezoid is relatively straightforward using a sequence of back and forth motions, one promising approach to sensor coverage is to decompose the environment into a collection of trapezoids and then to process each polygon in sequence. One of the simplest exact cellular decomposition techniques is trapezoidal decomposition [18]. In this approach a vertical line, named a slice, is passed left to right through a known environment which is occupied with polygonal obstacles. When a slice intersects a vertex (this is described as an event) cells are constructed via a sequence of open and close operations. There are three types of events: IN, OUT, and MIDDLE. At an IN event the current cell is closed and two new cells are opened. An OUT event is the reverse: two cells are closed, and a new one is opened. At a MIDDLE event, the current cell is closed, and a new one is constructed. The result of these events is a free space that is broken down into trapezoidal cells. Since each cell is a trapezoid, simple back-and-forth motions can be used to cover it. A depth-first-like graph search algorithm is used to obtain a path list that represents an exhaustive walk through the adjacency graph such that the path visits each node at least once.

Unfortunately the trapezoidal approach can become very inefficient in terms of the number of back-and-forth motions required. In order to address this problem, the now classical
Boustrophedon\textsuperscript{1} Cellular Decomposition (BCD) algorithm was introduced by Choset in [19], [20]. This decomposition is an enhancement of the trapezoidal decomposition that merges all cells between IN and OUT events into one cell to reduce excessive lengthwise motions. The BCD algorithm relies on changes in connectivity of a slice to determine the existence of an event instead of exploiting the structure of polygons to determine IN, OUT, and MIDDLE events.

The BCD algorithm results in a collection of regions that can be easily swept via motions of the robot using back-and-forth motion. All that remains is to develop a strategy for moving the robot from one cell to the other. A Reeb graph [21] represents the topology of the cellular decomposition where the nodes of the Reeb graph represent the critical points and the edges represent the edges connecting the neighbouring critical points, i.e., correspond to cells [22].

The cellular decomposition and the corresponding Reeb graph may result in inefficiencies in terms of the direction of coverage, how to move through the Reeb graph, and also in terms of where the start and end points are in the individual cells of the decomposition. Mannadiar and Rekleitis [23] presented an enhanced algorithm based on BCD for the complete coverage of a known environment with obstacles. The algorithm leads a mobile robot through a sequence of areas to be passed without wasting energy or time. The optimal solution to the Chinese Postman Problem [24] from graph theory was adapted for the calculation of cell ordering. By splitting selected cells into two components, the single cell coverage used in the BCD algorithm is modified in order to eliminate repeated coverage of a given area. In [25], the optimal coverage algorithm presented in [23] was extended for the general class of non-holonomic robots in the aerial robotics domain using a set of generated waypoints outlining the desired coverage path, which is then given as input to a robot motion controller. The authors also investigated the quality of the coverage path by changing the direction of coverage (sweep direction) before running the BCD algorithm, since fewer numbers of turns and longer straight path are more desirable for non-holonomic vehicles. They proposed three different strategies for sweep direction: setting it orthogonal to the dominant edge orientation for obstacle boundaries, aligning it directly with the distribution of the free space, and aligning it to be perpendicular to the dominant wind heading.

A critical assumption underlying these algorithms is that the vehicle is holonomic (a holonomic vehicle can turn in place and move independently in all directions). When actually applying one of these algorithms using real robots it may be necessary to have the robot undergo additional motions in order to actually make the instantaneous motions assumed by the (theoretical) algorithm.

Given the requirement that the fleet remain in close proximity for communication and localization purposes, the fleet is structured to move in a synchronized line abreast formation such that the sensor footprints of the various robots overlap. Such a formation maximizes the coverage perpendicular to the direction of motion during the back and forth sweeps that take place in the BCD algorithm. In this line abreast formation Eddy is positioned in the centre with the Minnow robots arrayed to the left and right.

The output of the BCD algorithm is a sequence of waypoints for the fleet. Unfortunately, it is not a sequence of waypoints that can actually be accomplished by vessels such as the Minnow robots that utilize a rudder and propeller for motion. These devices cannot change heading independently of changing position, and thus the output of the BCD algorithm must be adapted to the realities of the underlying hardware platform. Beyond this, there is the requirement that the fleet geometry remain constant during the back and forth motions within each cell. In order to address these concerns, each of the Minnow robots executes a complex maneuver as it approaches the 90 degree turn required by the BCD algorithm. (Note that a similar maneuver is not required for Eddy, as its differential drive arrangement of propellers allows it to decouple changes in position with changes in orientation.)

Figure 5 illustrates the motion behaviour executed by a Minnow robot when following the grid-like motions required by the BCD algorithm. When the robot approaches a 90 degree turn, it passes through the point and follows a curved

\textsuperscript{1}From the Greek for ox-turning.
trajectory in the opposite direction of the intended new heading so that it can re-acquire the required BCD path shown in white in the Figure. In order for the robot to be able to follow this trajectory there must exist clear space outside of the free space covered by the BCD algorithm and the boundary obstacles are dilated by the necessary turning radius of the Minnow robot to permit this.

VI. EXPERIMENTAL VALIDATION

Figure 6 shows the decomposed cells and Boustrophedon motions in each cell for a sample real world environment. The environment, its Reeb graph and planned back-and-forth motion in each cell is shown in Figure 6. An Eulerian circuit is determined in order to identify the order in which the cells to be passed by the robot. The output from this process is a tour path connecting all of the environment cells is also shown.

VII. SUMMARY AND FUTURE WORK

Sensor coverage with fleets of robots is a complex task requiring solutions to localization, communication, navigation and basic sensor coverage. Given a heterogeneous collection of robots that must remain in close proximity a BCD-based approach will obtain a basic plan for the motion of the fleet. This requires a solution to global localization, a problem that can be solved in a cooperative fashion between the Eddy robot and the Minnows. Cooperative localization requires an effective communication strategy among the fleet members. This strategy must deal with the reality of intermittent communication failure among the fleet members, and the potential for catastrophic failure of one or more of the fleet elements. Existing algorithms for sensor coverage – such as the BCD-based approach used here – make strong assumptions about individual vehicle locomotion capabilities. Many aquatic robots rely on a propeller/rudder strategy. This imposes kinematic/dynamic constraints on the robot which precludes the sharp turns that are assumed by the BCD algorithm. A turning maneuver is used to allow the robots to meet the requirements of the BCD algorithm.

In this paper we have demonstrated many of the underlying components required for sensor-based aquatic coverage using real robots operating outdoors, however the full algorithm has only been validated in simulation. Full field tests of the fleet performing sensor coverage is planned for later this year.
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